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By the end of this topic, you should be able to:
• Describe the Anna Karenina principle.
• Describe the power of context.
• Describe changing perspectives.
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Happy families are all alike; 
every unhappy family is 
unhappy in its own way.

~ Leo Tolstoy

Translation: There are many 
ways to violate the hull 
hypothesis but only one way 
that is truly pertinent to the 
outcome of interest.
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The elements of null hypothesis statistical testing.
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Happiness requires positive 
fulfillment of all possible 

categories. Failure in any leads to 
unhappiness.

No Communication

Scandals

Awful in-laws

Lack of $ No Leisure Time

Incompatibility
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Only 1 of the causes for null hypothesis rejection is the one we want.

False Dichotomy
Null; Gene does not cause disease
Alternative: Gene causes disease

Wrong Test Construction
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Causes of 
Anna 

Karenina

Random 
Sampling 

Error

Wrong Null 
Distribution

Subpopulation 
Effects
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How to 
avoid Anna 
Karenina?

Power of 
Context

Changing 
Perspectives
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Consider a gene rs123 with two alleles, A and G.

Original Null: rs123 alleles are identically distributed in the two populations.

Original Alternative: rs123 alleles are non-identically distributed in the two populations.

Is this significant?

But is it true significance?

Genotypes Controls [n(%)] Disease [n(%)]

AA 1 (0.9%) 0 (0%)

AG 38 (35.2%) 79 (97.5%)

GG 69 (63.9%) 2 (2.5%)

rs123 chi-square p-value = 4.78E-21
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C D

So what’s happening here?

If the sample does not reflect the population, then the sampling bias will cause the statistical test 
to be significant.

C D

C D

C D
Population

Sample 1

Sample 2

Sample 3

Consider what happens when we sample from a population:
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But problem is, how do we know we have sampling bias?

Intel claims to have been working with the 45nm 
chip with high-k metal gates since 2007.

Refined Alternative: Distributions of rs123 alleles in the sample are different from their reference 
populations OR rs123 alleles are non-identically distributed in the two populations.

In other words, if the first statement is satisfied, then rejection of the null must be because rs123 
are non-identically distributed in the two populations.

Refined Null: Distributions of rs123 alleles in the samples are reflective of their respective 
reference populations AND rs123 alleles are identically distributed in the two populations.

Let’s try rewriting the null hypothesis statements:
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Can we measure all people on earth? Too expensive? Impossible. So does it mean I 
cannot confirm I have sampling bias?

Genotypes Controls [n(%)] Disease [n(%)]

AA 1 (0.9%) 0 (0%)

AG 38 (35.2%) 79 (97.5%)

GG 69 (63.9%) 2 (2.5%)

rs123 chi-square p-value = 4.78E-21

Let’s look at our table again:

N= 189

1/189 (<1%)
117/189 (62%)

71/189 (37.9%)
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So what can we do with what we know?

• 62% of our samples are AG.
• So let’s say, the probability of a mother and a father 

both being AG is 0.62 * 0.62 = 0.38.
• And the probability of them having a child that is AA 

is 0.25 * 0.62 * 0.62 = 0.09 (9%).

AA Aa

Aa aa

A

a

A a

Chance of BOTH 
events occurring
1 . 1 = 1
2       2        4

½ chance of 
getting a from 
mother

½ chance of getting 
a from father

Let’s use what we know about simple human genetics. Let’s calculate backwards.

Basic rule of human genetics
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Let’s look at our table again.

Genotypes Controls [n(%)] Disease [n(%)]

AA 1 (0.9%) 0 (0%)

AG 38 (35.2%) 79 (97.5%)

GG 69 (63.9%) 2 (2.5%)

rs123 chi-square p-value = 4.78E-21

N= 189

62% AG 

<1% AA 1/189

117/189

71/18938% GG

We expect 9%. But our data says AA is only < 1%. So unless AA is lethal, our samples do not reflect 
expectation. Therefore, we conclude that our samples are biased. And therefore, if we reject the null, 
we need to be careful of Anna Karenina.
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Suppose distributions of rs123 alleles in the samples are identical to the populations 
and the test is significant. Can we say rs123 mutation causes the disease?

Refined H0 Refined H1

- Distributions of rs123 alleles in the two 
samples are identical to the two 
populations; and

- rs123 alleles are identically distributed 
in the two populations.

- Distributions of rs123 alleles in the two 
samples are different from the two 
populations; or

- rs123 alleles are differently distributed 
in the two populations.
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Deduction
All men are mortal.
Socrates is a man.
Socrates is mortal.

Abduction
All men are mortal.
Socrates is mortal.

Socrates is a man (provided 
there is no other explanation 

of Socrates’ mortality).

Induction
Socrates is a man.
Socrates is mortal.
All men are mortal 

(provided there is no 
counter example).
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Deduction
A class of proteins, C, 
performs function X. 

Protein Z is a member of C, 
so C must therefore 
perform function X.

Abduction
An apple is red, a car is red, 

so therefore a car is red.

Induction
Gene A performs function X; 

Gene B is sequentially 
similar to Gene A. 

Therefore, Gene B also 
performs function X. 

19



Hypothesis: If rs123 mutation causes disease, the 
statistical test is significant.

Conclusion by abduction: rs123 mutation causes 
disease and provided there is no other 
explanation for the test to be significant.

That is, as long as this observation cannot be refuted, it 
may become a rule.

Observation: Statistical test is significant

Group

SNP Genotypes Controls 
[n(%)]

Cases
[n(%)]

X2 P-value

rs123 AA 1       0.9% 0       0.0% 4.78E-21b

AG 38     35.2% 79    97.5%

GG 69     63.9% 2       2.5%

SNP: Single Nucleotide Polymorphism
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Hypothesis: If rs123 mutation causes disease, the 
statistical test is significant.

Conclusion by abduction: rs123 mutation causes 
disease and provided there is no other 
explanation for the test to be significant.

How to incorporate “provided there is no other 
explanation” into the analysis?

Observation: Statistical test is significant

Group

SNP Genotypes Controls 
[n(%)]

Cases
[n(%)]

X2 P-value

rs123 AA 1       0.9% 0       0.0% 4.78E-21b

AG 38     35.2% 79    97.5%

GG 69     63.9% 2       2.5%

SNP: Single Nucleotide Polymorphism
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This basically says there is “no exception”. It does not say there is “no other 
explanation”.

H0 - In some stratification: H1 - In every stratification:

- Distributions of rs123 alleles in the two 
samples are identical to the two 
populations; and

- rs123 alleles are identically distributed 
in the two populations.

- Distributions of rs123 alleles in the two 
samples are different from the two 
populations; or

- rs123 alleles are differently distributed 
in the two populations.
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• Choose a sample of Cases and a sample of Controls such that 
for each stratification p1/p2, the distribution of p1/p2 in Cases 
is same as the distribution of p1/p2 in Controls i.e. equalise/ 
control for other factors. Then test:

H0: X’s alleles are identically distributed in the 
two samples.

H1: X’s alleles are differently distributed in the 
two samples.

• This makes the significance of the test independent of other 
explanations.

• It still does not say “no other explanation”.
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Look for another gene X such that:

H0:
• Distributions of X’s alleles in the two samples 

are identical to the two populations; and
• X’s alleles are identically distributed in the two 

populations.

H1:
• Distributions of X’s alleles in the two samples 

are different from the two populations; or
• X’s alleles are differently distributed in the two 

populations.

• When the red part of H1 is false, this implies gene X mutation is an 
alternative explanation for the significance of rs123 mutation and thus the 
disease. 

• In this case, rs123 is clearly not a cause. But has to be considered in light of 
its relationship with X.
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In this case, the trouble arises because the proportion of men and women are not 
equalised the two samples.

Looks like treatment A 
is better.

But splitting the data by gender results in a reversal. 
Looks like treatment B is better.

Overall

A B

Lived 60 65

Died 100 165

0.60 0.39

Women

A B

Lived 40 15

Died 20 5

2 3

Men

A B

Lived 20 50

Died 80 160

0.25 0.31
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“Effective” H0: Treatments are 
identically distributed in the two 
samples.

Assumption: All other factors are 
equalised in the two samples.

Apparent H0: Treatments are 
identically distributed in the two 
populations.

Apparent H1: Treatments are 
differently distributed in the two 
populations.
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Refined H0: Refined H1:

Any other thing missing?

All other factors are equalised in the 
two samples; and

Treatments are identically distributed 
in the two samples.

Some factors are not equalised in the 
two samples; or

Treatments are differently distributed 
in the two populations.
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The differences in proportion in A and B between the two genders is contributing to false effects. 
The simplest way to deal with this is to simply ensure that the gender proportion is the same in 

both A and B.

Overall

A B

Lived 60 65

Died 100 165

Women

A B

Lived 40 15

Died 20 5

Men

A B

Lived 20 50

Died 80 160

Taking A
• Men = 100 (63%)
• Women = 60 (37%)

Taking B
• Men = 210 (91%)
• Women = 20 (9%)
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In statistical hypothesis testing, the null 
distribution is the probability distribution of the 
test statistic when the null hypothesis is true. For 
example, in an F-test, the null distribution is an F-
distribution.
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The AUC becomes 
smaller, making it 

easier to reject the 
null hypothesis 

(higher false 
positives).

The DOF is a 
reflection of the 
confidence we 

have with larger 
sample sizes.

As the Degrees of 
Freedom (DOF) 

increases:
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The smaller sample size is, the lower the DOF, and the flatter the t-distribution 
becomes, making it harder to reject the null hypothesis.

This dynamic adaption of the null distribution to small sample size is important: 
when sample size is small, we make less reliable estimates of population parameters 
from sample; a flatter t-distribution means that given this increased uncertainty, we 
do not reject the null hypothesis as easily.
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*On what basis can I claim that to be true?

Null-model fitting may be broadly divided into parametric (e.g. when the data distribution 
approximates a bell curve) or non-parametric (e.g. when the data distribution does not 
approximate a bell curve). 

In both scenarios, there are extensive criteria to fulfill: just because the data is not bell-curve like, 
does not mean it is compatible for use with non-parametric methods (e.g. balanced design with 
sufficient sample size; and similar distribution shapes between both populations). 
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A multi-gene signature is claimed as a good 
biomarker for breast cancer survival - Cox’s 
survival model p-value << 0.05.
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GG3 vs. GG1 :
HR = 2.83 [CI 2.13 – 3.77]
P < 0.001 (logrank test)

Number at risk
GG1       279   242   206   123   59   26   12   3
GG3       291   191   139   83     39   18     4   
total       570   434   345   206   98   44   16   3

GG1

GG3

A straightforward Cox’s proportional hazard 
analysis. Anything more/wrong?

37



• Theoretical null distribution used in Cox’s 
proportion hazard analysis does not match 
the empirical null distribution.

• What can we do about this?

Venet et al., PLOS Comput Biol, 2011
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“Effective” H0: The biomarker’s 
values are identically distributed in 
the two populations.

Assumption: The null distribution 
models real world.

Apparent H0: The biomarker’s values 
are identically distributed in the two 
populations.

Apparent H1: The biomarker’s values 
are differently distributed in the two 
populations.
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“Effective” H0: The biomarker’s 
values are identically distributed in 
the two populations.

Assumption: The null distribution 
models real world.

Apparent H0: The biomarker’s values 
are identically distributed in the two 
populations.

Apparent H1: The biomarker’s values 
are differently distributed in the two 
populations.

The apparent null / alternative hypothesis is carelessly stated. Why? How to fix this?
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Refined H0: Refined:

• The biomarker’s values are identically 
distributed in the two populations; and

• The null distribution models real world.

• The biomarker’s values are differently 
distributed in the two populations; or

• The null distribution does not model 
real world.
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One option exists, in the form of Permutation Tests (PT) where the sampling distribution is 
constructed by resampling the observed data, subject to a crucial assumption of 
exchangeability of the samples under the null hypothesis. 

That is, the reference distribution is constructed by observed data itself, and in a manner 
that is consistent with the null hypothesis. 

This is called the empirical distribution (as opposed to the null distribution, which is 
inferred independently and theoretically). 

Note that, by construction, this empirical distribution is appropriate for the issue at hand 
only when the null hypothesis itself is appropriate.
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In PT, data are randomly re-assigned a class label so that an exact p-value is calculated based on 
the permutated data (empirical-based resampling). 

A crucial assumption that should not be overlooked when using this kind of test is the assumption 
of exchangeability of the samples under the null hypothesis.

The null hypothesis has to permit class labels to be swapped.
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To obtain significance of best actual test statistic compare 
with distribution of best permuted statistics.

Calculate test statistics of interest in actual data set.

Calculate same test statistics in each permuted data set 
and record best result for each permutation.

Source: https://www.ncbi.nlm.nih.gov/pubmed/15716906

Cases Controls

Cases Controls
Permutes Data

Actual Data Set

Nature Reviews I Genetics
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Randomisation exact test is a test procedure 
in which data are randomly re-assigned so 
that an exact p-value is calculated based on 
the permutated data.

Web-based Text-based

Subject Scores Subject Scores

Jody 99 Alex 87

Sandy 90 Andy 89

Barb 93 Candy 97

More subjects… More scores… More subjects… More scores…

Let's look at the above example. Assume that in an 
experiment comparing web-based and text-based 
instructional methods, subjects obtained the given 
scores.

Original Scores of two groups
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Let’s say we do a two-sample t-test, the test returns a t-score of 1.55. 

In parametric statistics, we check the t-score against the critical value in the t-distribution to determine 
whether the group difference is significant. 

In resampling statistics, instead of checking the theoretical t-distribution, we can reframe analysis into a 
"what-if" question.

Maybe It may just happen that Jody, the over-achiever, takes the Web-based version by chance, and Alex, 
the under-achiever, takes the text-based version by chance, too. What if their positions are swapped?" 

We can reframe this question by swapping the class labels (web-based and text-based). Let’s see what 
the new table will look like.
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We can do this to get all possible 
rearrangements of the data. This re-sample by 
random swapping is called “permutated data”. 

Web-based Text-based

Subject Scores Subject Scores

Alex 87 Jody 99

Sandy 90 Andy 89

Barb 93 Candy 97

More subjects… More scores… More subjects… More scores…

Note that in permutations tests, the order don’t really 
matter. So they really are all about combinations! (The 
name is misleading).

Permutated Scores of two groups
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We compute the 
permutated data 
and obtains 
another t-value 
of -0.64. If we 
keep swapping 
observations 
across the two 
groups, many 
more t-values will 
be returned. 

The purpose of 
this procedure is 
to artificially 
simulate 
"chance”. 
Sometimes the t 
is large, but other 
times it is small. 
After exhausting 
every possibility, 
say 100, the 
inquirer can put 
these t-scores 
together to plot 
an empirical 
distribution 
curve, which is 
built on the 
empirical sample 
data.

When the t-score 
of 1.55 (observed 
t-score) is 
exceeded by 
permutated t-
statistics 5 times 
out of 100 times, 
the researcher 
can conclude that 
the exact p-value 
(the probability 
that this 
difference 
happens by 
chances alone) is 
0.05. 

Since we 
compares the 
observed t-score 
with the 
empirical t-
distribution, the 
latter becomes 
the reference set. 

Other types of 
resampling are 
based on the 
same principle: 
repeated 
experiments 
within the same 
dataset. 

Please note that 
the underlying 
principles of this 
randomisation
test and a 
parametric t-test 
are closely 
related because 
the two are 
equivalent 
asymptotically 
(we are using the 
same test-
statistic but the 
reference 
distribution is 
generated via 
permutation).

Is this still a parametric test?
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Test Statistic

Model of H0

𝛿𝛿*

Simulated Data Distribution of 𝛿𝛿 under H0

Observed
Effect: 𝛿𝛿*

Data
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• Green lines are the 5% most significant 
random signatures.

• Define away the problem… is that a valid 
solution? 

Venet et al., PLOS Comput Biol, 2011
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Recall earlier we said that the class labels must be exchangeable 
under the null hypothesis?

Obviously H0’ is not implied by H0; i.e. Venet et al.’s null samples 
are invalid null samples for generating a null distribution for 
analysis under H0. To generate null samples that are exchangeable 
with the observed sample under H0, we need to do the equivalent 
of class-label permutations. The class label in this case is the 
survival period of the subjects. Each null sample is formed by 
permuting the survival period of the subjects in the original 
dataset. We repeat this many times to get many null samples 
(each null sample is a set of subjects with permuted survival 
periods). The signature is fixed, but its score computed for each 
null sample provides the null distribution. 
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Source: Srihari et al. Inferring synthetic lethal interactions from mutual exclusivity of genetic events in cancer. Biology Direct, 10:57, 2015.

Conclusion by 
Abduction

Genes (A,B) are synthetic 
lethal.

Observation

Mutations in genes (A,B) 
are seldom observed in the 

same subjects.

Fact

When a pair of genes are 
synthetic lethal, mutations 

that affect function of these 
two genes avoid each other.

Why interested in synthetic lethality? Synthetic-lethal partners of frequently mutated genes in cancer 
are likely good treatment targets.
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Anything wrong with this?

P[X ≤ |SAB|] = 1 – P[X > |SAB|],

Where P [X > |SAB|] is computer using the 
hypergeometric probability mass function 
for X = k > |SAB|:

P[X ≤ |SAB|] = �
𝑘𝑘= 𝑆𝑆𝐴𝐴𝐴𝐴 +1

|𝑆𝑆𝐴𝐴| |𝑆𝑆𝑆𝑆|
𝑘𝑘

𝑆𝑆 − |𝑆𝑆𝑆𝑆|
𝑆𝑆𝐵𝐵 − 𝑘𝑘

|𝑆𝑆|
|𝑆𝑆𝐵𝐵|

SAB is # of subjects in whom both A and B are 
mutated.

Mutations of genes (A,B) avoid each other 
if P[X ≤ SAB] ≤ 0.05.
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P[X ≤ |SAB|] = 1 – P[X > |SAB|],

Where P [X > |SAB|] is computer using the 
hypergeometric probability mass function 
for X = k > |SAB|:

P[X ≤ |SAB|] = �
𝑘𝑘= 𝑆𝑆𝐴𝐴𝐴𝐴 +1

|𝑆𝑆𝐴𝐴| |𝑆𝑆𝑆𝑆|
𝑘𝑘

𝑆𝑆 − |𝑆𝑆𝑆𝑆|
𝑆𝑆𝐵𝐵 − 𝑘𝑘

|𝑆𝑆|
|𝑆𝑆𝐵𝐵|

The Hypergeometric distribution assumes 
mutations are independent and have equal 
chance to appear in a subject.

Real-life mutations:
• Inherited in blocks; those closer to each other 

are more correlated (Linkage).
• Some subjects have more mutations than 

others, e.g. those with defective DNA-repair 
genes (Propitious noise).

Null distribution is not hypergeometric, binomial, 
etc.
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Source: Canisius et al. 2016 Genome Biology

Less overlap: 
mutual exclusivity
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Adverse Environment: Propitious Environment:

What do you think are the problems with these background distributions?

1400

1200

1000

800

600

400

200

0

1400

1200

1000

800

600

400

200

0

0.0 0.2 0.4 0.6 0.8 1.0
P value

0.0 0.2 0.4 0.6 0.8 1.0
P value

Bi
no

m
ia

l T
es

t

Negative Pairs
Fr

eq
ue

nc
y

Fr
eq

ue
nc

y

c

Co
-o

cc
ur

re
nc

e
M

ut
ua

l E
xc

lu
siv

ity

500

400

300

200

100

0

200

150

100

50

0

0.0 0.2 0.4 0.6 0.8 1.0
P value

0.0 0.2 0.4 0.6 0.8 1.0
P value

Positive Pairs

Fr
eq

ue
nc

y
Fr

eq
ue

nc
y

d

57



Adverse Environment: Propitious Environment:

What can you infer from the corrected distribution?

0.0 0.2 0.4 0.6 0.8 1.0

0.0 0.2 0.4 0.6 0.8 1.0

DI
SC

O
VE

R

100

80

60

40

20

0

120

100

80

60

40

0

20

P value

P value

Fr
eq

ue
nc

y
Fr

eq
ue

nc
y

g

Co
-o

cc
ur

re
nc

e
M

ut
ua

l E
xc

lu
siv

ity

0.0 0.2 0.4 0.6 0.8 1.0

0.0 0.2 0.4 0.6 0.8 1.0

500

400

300

200

100

0

500

400

300

200

100

0

P value

P value

Fr
eq

ue
nc

y
Fr

eq
ue

nc
y

h

58



Power of Context
BS3033 Data Science for Biologists

Dr Wilson Goh
School of Biological Sciences



Low percentage of overlapping genes 
from different expt in general:
• Prostate Cancer

o Lapointe et al, 2004
o Singh et al, 2002

• Lung Cancer
o Garber et al, 2001
o Bhattacharjee et al, 2001

• DMD
o Haslett et al, 2002
o Pescatori et al, 2007

Datasets DEG POG

Prostate
Cancer

Top 10 0.30

Top 50 0.14

Top100 0.15

Lung
Cancer

Top 10 0.00

Top 50 0.20

Top100 0.31

DMD

Top 10 0.20

Top 50 0.42

Top100 0.54

Source: Zhang et al, Bioinformatics, 2009
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• Each disease phenotype has some 
underlying cause.

• There is some unifying biological theme for 
genes that are truly associated with a disease 
subtype.

• Uncertainty  in selected genes can be reduced by 
considering biological processes of the genes.

• The unifying biological theme is basis for inferring the 
underlying cause of disease subtype.

PI3K PTEN AKT

BAD Apoptosis
BCL2

Apoptosis

ApoptosisIAP

NFKBIKK

NIKTRAF2TRADDGrowth 
Factor 

Receptors

Growth 
Factors
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Anti-Apoptotic Pathway



Source: Lim et al., JBCB, 13(4):1550018, 2015.

• Let ∆i,j,k = Expr(gi,pj) – Expr(gi,qk).

• Let gi be genes in a given pathway P.
• Let pj be a patient.
• Let qk be a normal.

• t-test whether ∆i,j,k is a distribution with 
mean 0.

• H0: Pathway P is irrelevant to the difference 
between patients and normals, so genes in P 
behave similarly in patients and normals.
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• Let ∆i,j,k = Expr(gi,pj) – Expr(gi,qk).

• Let gi be genes in a given pathway P.
• Let pj be a patient.
• Let qk be a normal.

• t-test whether ∆i,j,k is a distribution with 
mean 0.

• H0: Pathway P is irrelevant to the difference 
between patients and normals, so genes in P 
behave similarly in patients and normals.

Which null distribution is appropriate? And Why?

t-distribution with n*m 
degrees of freedom.

Generate null distribution 
by class-label permutation.

t-distribution with n+m
degrees of freedom.

Generate null distribution 
by gene-label permutation.
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By the null hypothesis, a dataset and any of its 
class-label permutations are exchangeable.

Source: Lim et al., JBCB, 13(4):1550018, 2015.

ORA-Paired
PFSNet

GSEA

ORA

NEA-Paired

ESSNet

“Pathway P is irrelevant to the difference 
between patients and normals and so, the genes 
in P behave similarly in patients and normals”.

Get null distribution by class-label permutations.

What happens when sample size is small?
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Almost all random signatures also have p-value < 0.05.
Instead of asking whether a signature is significant, ask 
what makes a signature (random or otherwise) significant.

This leads to an arguably more informed null hypothesis---viz. 
signatures containing some/many proliferation genes and 
signatures containing no/few proliferation genes are equally 
associated with breast cancer survival---which transforms the 
problem into a goodness-of-fit, relative risk, or odds ratio 
analysis where the null distribution becomes less of an issue.Venet et al., PLOS Comput Biol, 2011Venet et al., PLOS Comput Biol, 2011
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• Proliferation is a hallmark of cancer.
• Hypothesis: proliferation genes make a 

signature significant.

Number of 
random 

signatures w/
≥1 prolif gene

Goh and Wong, Drug Discovery Today, 2018
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The more proliferation genes a signature has, the 
more significant it becomes. So proliferation 
genes are predictive (correlated). But remember 
that this does not mean they are causative.

Percentage of proliferation genes in random signatures

The larger the signature, the more likely it will 
incorporate proliferation genes. Explains why 
larger signatures have. A bigger problem with 
RSS.
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1. Statistics is only simple calculation.

2. Using statistics without using logical 
reasoning is dangerous.

3. Statistics + logical reasoning allows us 
to arrive at much more reasonable 
conclusions.

4. Any statistical test can be 
deconstructed and reconstructed to 
better fit the question we want to 
answer.
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1. Careless null/ alternative hypothesis 
due to forgotten assumptions:
• Distributions of the feature of 

interest in the two samples are 
identical to the two populations.

• Features not of interest are 
equalised/ controlled for in the 
two samples.

• No other explanation for 
significance of the test.

• Null distribution models the real 
world.

2. These make it easy to reject the 
carelessly stated null hypothesis and 
accept an incorrect alternative 
hypothesis.
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